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Abstract Speaker emotion recognition is achieved through processing methods that
include isolation of the speech signal and extraction of selected features for the final classi-
fication. In terms of acoustics, speech processing techniques offer extremely valuable para-
linguistic information derived mainly from prosodic and spectral features. In some cases, the
process is assisted by speech recognition systems, which contribute to the classification using
linguistic information. Both frameworks deal with a very challenging problem, as emotional
states do not have clear-cut boundaries and often differ from person to person. In this article,
research papers that investigate emotion recognition from audio channels are surveyed and
classified, based mostly on extracted and selected features and their classification methodol-
ogy. Important topics from different classification techniques, such as databases available for
experimentation, appropriate feature extraction and selection methods, classifiers and per-
formance issues are discussed, with emphasis on research published in the last decade. This
survey also provides a discussion on open trends, along with directions for future research
on this topic.
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1 Introduction

1.1 Preface, scope and motivations of this survey

Communication is a fundamental faculty, based not only on linguistic statements but also on
the emotional part. In the field of human-computer interaction (HCI), emotion recognition
by the computer is still a challenging issue, especially when recognition is based solely on
voice, which is the basic mean of human communication. Speech carries linguistic (explicit)
information that is associated with emotions, along with paralinguistic (implicit) information,
which can be extracted by speech processing methods. Linguistic information identifies qual-
itative patterns that the speaker has articulated, while paralinguistic information is usually
measured by quantitative features describing variations in the way that the linguistic patterns
(i.e words or phrases) are pronounced. The latter includes variations in pitch and intensity
without linguistic information as well as voice quality and is related to spectral properties
that cannot be correlated to word identity.

Numerous hi-level or low level acoustic features that are based mostly on elements such
as pitch, energy, timing and intensity are usually proposed when trying to isolate emotion-
specific information in the speech signal. In certain cases, those features are then reduced
by feature selection methods and the final set is considered the input for the classification
method that follows.

From the beginning of our survey, we must acknowledge that emotion recognition from
speech is a rather difficult problem to solve, as sometimes even a human cannot easily classify
natural emotions based on speech hue. It is therefore excessive to expect that machines can
offer substantially correct classification. The purpose of this paper is to present a compre-
hensive survey of emotion recognition systems from speech in order to provide pattern rec-
ognition and speech processing researchers with basic information, theoretical background,
materials and methods and current trends of this field. . In this survey three important issues of
speech emotion recognition are presented: (1) available emotion databases and their usability
in speech emotion recognition (2) various feature selection methods on previously extracted
sound features and their specific contribution in speech emotion recognition performance
and (3) numerous classifiers that have been used in speech emotion recognition portraying
their classification rate as reported in the literature.

It should be noted that the purpose of this survey is to cover developments during the last
decade in the field of emotion recognition from speech and not to compare the papers and
declare “a winner” among them, as there is lack of uniformity in the way the methods are
evaluated and assessed. Moreover, this overview does not provide an exhaustive listing of all
papers, since there are papers and reports presenting overlapping information or slight modifi-
cations. The research literature related to building emotion recognition applications has been
surveyed in other works. The aforementioned surveys focus on different aspects-as is expected
in an interdisciplinary field-that range from psychology and neuroscience to computer sci-
ence, engineering and education. A significant contribution of this survey that differentiates
it from other survey papers is that it assembles the basic pieces of a rather complex pattern
recognition problem in terms of computer science, including the non-linguistic vocalization
recognition issue, which is not widely discussed among the researchers of this topic.

1.2 Definition of and models of emotions

The issue of defining emotions, distinguishing them from other affective states or traits and
measuring them in a meaningful way has been a constant challenge for emotion researchers
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in different disciplines of the social and behavioral sciences over a long period of time.
Fontaine et al. (2010) proposed the following “working definition of emotion” for which
there is increasing consensus in the literature. Emotions are episodes of coordinated changes
in several components (including at least neurophysiologic activation, motor expression and
subjective feeling but possibly also action tendencies and cognitive processes) in response to
external or internal events of major significance to the organism. Adopting this theoretical
approach, four dimensions are needed to satisfactorily represent similarities and differences in
the meaning of emotions. In order of importance, these four dimensions are evaluation-pleas-
antness, potency-valence, activation-arousal, and unpredictability. From this 4-dimensional
space, the research community of speech and video processing focuses mainly on 2-D rep-
resentations forming the general idea of the “Emotion Wheel” (Cowie et al. 2000; Russell
et al. 1989; Hanjalic and Xu 2005).

Several emotion wheels have been proposed based on pure appraisal dimensions, such as
valence and arousal (Cowie et al. 2000; Russell et al. 1989). The Geneva Emotion Wheel
(GEW) was the first one to present the dimensional layout of the emotion qualities on pure
appraisal dimensions (control and valence) as well as the intensity of the associated subjective
feeling (distance from origin). Apart from 2-D spaces, the study in Hanjalic (2006) exper-
imented in 3-D space, where arousal, valence and control are used together. It should also
be noted that although the OCC model (Ortony et al. 1988) is quite well-known in cog-
nitive sciences, it is not widely adopted in computer science applications due to its great
complexity.

Aiming to present a comprehensive and critical survey of up-to-date speech emotion rec-
ognition methods, the surveyed papers are discussed in two basic sections. In Sect. 2 the
papers are categorized in sub-sections, according to their major methodology that includes
issues such as linguistic and non-linguistic features, feature selection and classification. Critic
assessments for each subsection, current trends and anticipated research in the above topics
are discussed in Sect. 3.

2 Emotion recognition from speech

Speech emotion recognition is basically performed through pure sound processing without
linguistic information. In terms of acoustics, speech processing techniques offer extremely
valuable information derived mainly from prosodic and spectral features. Sometimes the
process is assisted by Automatic Speech Recognition (ASR) systems, which contribute to
classification using linguistic information. However, the use of ASR is limited due to fact
that most of the experiments in the field have been assessed using databases of non-sponta-
neous and predefined speech and thus, there is no need for speech recognition. After sound
processing and feature acquisition, it is quite common to follow a feature selection in search
for the “golden set” of sound features. Finally, such a plethora of classification algorithms
has been evaluated for speech emotion recognition, that attempting their comparison in this
paper is, unfortunately, an impractical task. This is also due to the fact that there is a lack
of uniformity in the way these methods are evaluated (different test sets, feature vectors
and evaluation frameworks) and, therefore, it is inappropriate to make direct comparisons or
explicitly declare which methods demonstrate the highest performance. In the next sections,
a brief classification of papers that follow the basic processing pipeline (as highlighted in
Fig. 1) are surveyed and categorized according to their major methodology for feature pro-
cessing (with or without linguistic information), as well as their classification schema for
emotion recognition.
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Fig. 1 Speech emotion recognition processing pipeline

Fig. 2 Segmental and suprasegmental features in a speech signal

2.1 Creation of the feature vector

2.1.1 Non-linguistics features

Vector features are categorized as short-time (segmental) or long-time (suprasegmental)
according to their temporal structure. Segmental features are calculated once for every small
time frame (usually 25–50 msec using windowing techniques), allowing the analysis of their
temporal evolution. In contrast, suprasegmental features are calculated over the entire utter-
ance duration (as seen in Fig. 2). A quantitative feature-type-wise comparison between short-
time and suprasegmental analysis is carried out for the recognition of interest in human
conversational speech in Schuller and Rigoll (2009).

Moreover, vector features are also classified in two other distinctive classes, namely Low-
Level-Descriptors (LLDs) and functionals. LLDs contain prosodic features, which are supra-
segmental and spectral features and their derivatives that are segmental. The second class
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Table 1 Speech features and their description

Features Description

Mel-frequency cepstral coefficients (MFCCs),
Linear prediction cepstral coefficients
(LPCCs)

Derive from cepstrum, which is the inverse
spectral transform of the logarithm of the
spectrum Bogert et al. (1963)

Formants (spectral maxima or spectral peaks of
the sound spectrum of the voice),
log-filter-power-coefficients (LFPCs)

Derive from Spectrum

Noise-to-harmonic ratio, jitter, shimmer,
amplitude quotient, spectral tilt, spectral
balance

Are measurements of Signal (voice) quality

Energy, short energy Are measurements of intensity

Fundamental frequency (pitch) Are measurements of frequency

Temporal features (duration, time stamps) Are measurements of time

Table 2 Speech feature categorization according to their temporal structure (suprasegmental vs. segmental)
and parameterization (LLDs vs. functionals)

Low-level descriptors (LLDs) Functionals (applied to LLDs)

Suprasegmental features

Fundamental frequency (Pitch), energy,
intensity, harmonics-to-noise ratio (HNR),
shimmer, jitter, speech rate, normalized
amplitude quotient, spectral tilt, spectral
balance

Extreme values (maximum, minimum), means
(arithmetic, quadratic, geometric), moments
(standard deviation, variance, kurtosis, skewness),
percentiles and percentile ranges, quartiles,
centroids, offset, slope, mean squared error,
sample values, time/durations

Segmental features
Mel frequency cepstral coefficients (MFCCs),

formant amplitude, formant bandwidth,
formant frequency, log-filter power
coefficients (LFPCs), linear prediction cepstral
coefficients (LPCCs), line spectral pairs, short
(Frame) energy, frame intensity

(functionals) includes statistical features that derive from LLDs and therefore, they are supra-
segmental features.

Specifically, LLDs include prosodic and spectral features, such as fundamental frequency
(or pitch), energy, formants, Mel Frequency Cepstral Coefficients (MFCCs), Linear Predic-
tion Cepstral Coefficients (LPCC), speaking rate, shimmer, jitter, voice quality parameters,
while functionals include their statistics such as mean, maximum, minimum, change rate,
kurtosis, skewness, zero-crossing rate, variance and so on. A description of speech features
is given in Table 1, while in Table 2 those features are classified according to their temporal
structure and parameterization.

The focus of the early studies was placed mainly on prosodic features in particular pitch,
duration and intensity, while comparably small feature sets (10–100) were utilized (Nwe
et al. 2003; Schuller et al. 2003; Lee et al. 2004; Wang et al. 2008). In more recent research,
however, voice quality LLD features such as HNR, jitter, or shimmer, and spectral and ceps-
tral measurements (e.g. MFCCs) have been extensively used (Schuller et al. 2007, 2009a;
Lugger and Yang 2007a,b; Firoz Shah et al. 2009; Neiberg et al. 2006; Vlasenko et al. 2007;
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Fig. 3 A typical linguistic-information processing flow

Wenjing et al. 2009; Mishra and Sekhar 2009; Kostoulas et al. 2010; Anagnostopoulos and
Iliou 2010; Wu and Liang 2011). Rhythm and sentence duration were included, along with
classical measurements, such as pitch, energy and formants, as a classification feature in Yang
et al. (2009a,b) and Jin et al. (2009). In addition, Non-Uniform Perceptual Linear Predictive
features (UNPLP) (Zhou et al. 2009b), as well as Linear Predictive Cepstral Coefficients
(LPCCs) (Schuller et al. 2003; Pao et al. 2007a; Fu et al. 2008a; Mao et al. 2009) accompany
MFCCs in the feature set.

Functionals are also used to derive LLD statistics per utterance. Zero crossing rate was
evaluated in Giannakopoulos et al. (2009), Atassi and Esposito (2008), Kostoulas et al. (2007),
while extensive use of functionals is more recently reported in Schuller et al. (2010). More-
over, instead of feature selection and reduction of the feature space by well known methods
(Schuller et al. 2006) propose the expansion of the set by generating novel features based on
the existing ones. The feature set begins with dynamic Low-Level Descriptors such as into-
nation, intensity, formants and spectral information. Next, systematic derivation of prosodic,
articulatory and voice quality high level operation is performed by descriptive statistical
analysis. From that point, the feature set is enhanced with automatic feature alterations, in
order to find an optimal representation within feature space in view of a target classifier. The
search is performed following the principles of evolutionary programming. This completely
different approach reported improvement of the classification performance compared to the
authors’ former works, which used two public databases.

Researchers tend to favor suprasegmental features (e.g prosodical or functionals) for the
input feature vector, as these identify emotions better than segmental features (Sidorova
2007; Schuller et al. 2009b). To this end, traditional segmental features like MFCCs or
LPCCs are transformed to suprasegmental parameterizations through long-time statistic pro-
cessing, in order to be concatenated to the prosodic feature vector (Kwon et al. 2003; Vogt
and André 2006; Schuller et al. 2005a). Free scientific software programs for speech pro-
cessing, labeling, spectrographic analysis and pitch analysis in phonetics are available to the
researchers. Among the most popular toolkits, PRAAT (http://www.fon.hum.uva.nl/praat)
and SNACK (http://www.speech.kth.se/snack/) are designed to be used with scripting lan-
guages that enable the creation of multi-platform audio processing.

2.1.2 Linguistic information

As already mentioned, linguistic information schemas consist of ASR systems that identify
specific words or phrases which can be correlated to an emotional state. It is clear that, beside
the need for effective speech recognition, the existence of an updated dictionary is of para-
mount importance for the successful implementation of linguistics in emotion recognition.
A typical processing flow is shown in Fig. 3.
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In an early research Batliner et al. (2003) suggested that apart from prosodic features
in the speech signal, syntactic and behavioral hints like repetitions in a dialogue and part-
of-speech features, should be taken into consideration. According to this article, repetitions
and reformulations (the use of different words to convey the same content) have been found
to be indicators of changing speaker attitude, such as increasing frustration and anger. More-
over, the part-of-speech (POS) of each word representing a rough syntactic structure was
categorized in 6 classes: noun, inflected adjective, non-inflected adjective, copula, verb and
pronoun. The POS of each word has been annotated manually in a lexicon that contains all
word forms found in the database. The research revealed that nouns and adjectives are more
useful in emotion categorization arguing the point that generally, content words are more
salient and more prone to be emotionally marked than function words (i.e. verbs).

In Lee and Narayanan (2005), a combination of three sources (acoustic, lexical and dis-
course) was used for emotion recognition. To capture emotion information at language level,
an information-theoretic notion of emotional salience in two hyper-classes (negative and
non-negative emotion) was introduced. The salience of a word in emotion recognition can be
defined as mutual information between a specific word and emotion category. For instance,
the word “wrong” would generate a salience output towards the negative emotion class,
while the word “exactly” would indicate a non-negative emotion. A list of salient words
was collected and if the words in a given utterance match those salient words, an output of
“1” from those words is generated according to the two emotion classes. The results show
that combining all the information, rather than using only acoustic information, improves
emotion classification by 40.7 % for males and 36.4 % for females.

Similarly, Litman and Forbes-Riley (2004) examine the utility of speech and lexical fea-
tures for predicting student emotions in computer-human tutoring dialogues. Emotion anno-
tation was performed for negative, neutral, positive and mixed emotions. Prosodic features
are then extracted from the speech signal and lexical items (words) from recognized speech.
The results yield a 19–36 % relative improvement in error reduction over a baseline of pre-
vious experiments. In Forbes-Riley and Litman (2004) the authors also investigated the role
of context information (e.g., subject, gender and turn-level features representing local and
global aspects of the dialogue) on audio affective recognition. They discuss a scheme for
manually annotating student turns in a human-human tutoring dialogue corpus for 3 intui-
tively perceived emotion scales (negative, neutral and positive). Thus, besides lexical items,
a hint of the emotion can come from other knowledge sources, such as the gender of the
student, a long pause before answering a question or a sudden change in speech loudness
and tempo.

Voice stress analysis procedures attempt to use low-level indicators of stress as indirect
indicators of deception. Based on the above, Graciarena et al. (2006) propose a combined
approach using linguistic information along with prosodic measurements to detect deception.
Additionally, in a recent work Schuller et al. (2009c) improve the automatic recognition of
emotion from spoken words by applying vector space modeling versus string kernels. Apart
from the spoken content, the authors integrated Part-of-Speech and higher semantic tagging
in their analysis.

Ijima et al. (2009) presented a technique which can obtain linguistic information using key-
words. However, all keyword-based systems demonstrate several problems, such as degree
of ambiguity in emotional keywords and lack of affect-related semantic and syntactic knowl-
edge base. In this context, Semantic Labels (SLs) have been introduced from Wu et al.
(2006). Moreover, in a very recent paper Wu and Liang (2011) fuse the results of seman-
tic label classification with acoustic-prosodic information to boost emotion recognition in
affective speech. Semantic labels were derived from the Chinese knowledge base HowNet
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(http://www.keenage.com/) and used to automatically extract Emotion Association Rules
(EARs) from the recognized word sequence of affective speech.

2.1.3 Non-Linguistic Vocalizations

There is also a special sub-category in non-linguistic information that relates to human vocal-
izations (often referred to as non-linguistic vocalizations). Laughs, cries, sighs, yawns and
other similar vocal outbursts seem at first to be good examples of expressions of discrete
(although not necessarily basic) emotions. A funny joke elicits amusement, which produces
a laugh; a loss elicits sadness, which produces crying; an uninspired lecture elicits boredom,
which produces a yawn. However, it is uncertain whether all vocalizations are linked to
specific, discrete states (Russell et al. 2003).

As a result, few efforts have been reported towards the automatic recognition of non-
linguistic vocalizations such as laugher (Petridis and Pantic 2008), cries (Pal et al. 2006),
emotional bursts (Schroder 2003) and coughs (Matos et al. 2006). In addition, certain vocal
expressions and prosodic cues have been associated with specific mental illnesses such as
Obsessive Compulsive Disorder (Aigner et al. 2007), Tourette Syndrome (Calder et al. 2001)
or depression (France et al. 2000). These expressions usually manifest themselves as vocal
cues of fear and sadness, usually accompanied by corresponding facial expressions. These
vocal cues (or tics) comprise of compulsive barking and grunting noises, frequent throat
clearing, coughing or sniffling, echolalia (vocal tics characterized by repeating words), and/or
coprolalia (vocal tics characterized by repeating or shouting obscene words). However, no
effort towards automatic effective emotion recognition analysis based on vocal outbursts has
been reported so far.

2.1.4 Feature selection

Prior to classification, feature selection, also known as variable selection or feature reduc-
tion, is often used in speech emotion recognition in order to speed up the learning process
and minimize the problem known as “the curse of dimensionality”. Popular feature selection
methods that have been implemented include Principal Component Analysis (PCA) (Zhou
et al. 2009b; Schuller et al. 2005b; Wang et al. 2010; Wagner et al. 2005) and Canonical Corre-
lation Analysis (CCA) (Cheng et al. 2009). Moreover, Correlation-based Sub Set Evaluators
have also been used for feature selection, where several search methods evaluate a subset of
features for the optimal subset. Such search methods include BestFirst (Kostoulas et al. 2010;
Anagnostopoulos and Vovoli 2010), correlation-based analysis (Vlasenko et al. 2007; Vogt
and André 2009), Genetic Algorithms (Wang et al. 2008), Support Vector Machine-Sequen-
tial forward floating search (Schuller et al. 2005a,c), Mutual Information (MI) between the
class Y and an attribute X (Schuller et al. 2005b; Hoch et al. 2005) and the Sequential Float-
ing Forward Selection (SFFS) algorithm (Atassi and Esposito 2008). Many of the aforemen-
tioned works have been carried out using freely available, open-source software platforms like
WEKA (http://www.cs.waikato.ac.nz/ml/weka/) or RapidMiner (http://rapid-i.com/content/
view/181/196/).

2.2 Classification

2.2.1 Classification frameworks

Usually, classification evaluations are carried out using a single database or dataset. In this
case, several testing frameworks appear based on the dependency or not on the speaker
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(speaker dependent/independent) as well as the context (context dependent or independent).
The “independent” frameworks provide more reliable evaluation and thus, are more com-
monly used in the literature, sometimes with different names, such as leave-one-speaker-out
(LOSO) or leave-one-speaker-group-out (LOSGO). However, every speech database is cre-
ated on the basis of fixed recording conditions and noise levels and specific room acoustics,
while the data is recorded only in one language. Indicatively, in Yang et al. (2009a) it is dem-
onstrated that the features selected to build a classifier are not that robust for speech emotion
recognition in a different language. Moreover, another simplification that characterizes most
of the classification frameworks is that systems are usually trained and tested using the same
database.

In order to avoid the simplification of training the system in the same database, Schuller
et al. (2010) propose cross-corpora evaluation to increase independence between training
and testing sets. Specifically, they demonstrate results employing six standard databases
(AVIC, DES, EMO-DB, eNTERFACE, SmartKom, SUSAS) in a cross-corpora and multi-
lingual evaluation experiment. The research discovered similarities among databases, a fact
that indicates what kind of databases can be combined to obtain further training material for
emotion recognition systems and thus reduce the problem of data sparseness.

2.2.2 Single classifiers used for speech emotion recognition

For emotional state modeling, a variety of pattern recognition methods are utilized to construct
a classifier, such as Gaussian Mixture Models (GMMs), Hidden Markov Models (HMMs),
Support Vector Machines (SVMs), Artificial Neural Networks (ANNs), Decision Trees or
k-Nearest Neighbor distance classifiers (kNNs).

Among all classifiers, Gaussian Mixture Models (GMMs) (Lugger and Yang 2007a;
Neiberg et al. 2006; Zhou et al. 2009a; Kostoulas et al. 2010; Zhou et al. 2009b; Pao et al.
2007a; Graciarena et al. 2006) have been studied the most. GMMs are probabilistic models
for density estimation using a convex combination of multi-variate normal densities. They are
very efficient in modeling multi-modal distributions (Douglas-Cowie et al. 2007) and their
training and testing requirements are considerably fewer than the requirements of a general
continuous HMM. Therefore, GMMs are more appropriate for speech emotion recognition
for global feature extraction, as prosodic features are usually processed on a frame-level basis
(suprasegmental features). Similar to many other classifiers, the definition of the optimum
number of Gaussian components is a difficult task that cannot be addressed uniformly in the
literature. The applicability of Variational Gaussian Mixture Models (VGMMs) to emotion
speech recognition was also demonstrated in Mishra and Sekhar (2009).

Hidden Markov Models (HMMs) are considered to be a common classification/model-
ing technique for speech emotion recognition (Schuller et al. 2003; Pao et al. 2007a; Ijima
et al. 2009; Yun and Yoo 2009; Yu 2008; Fu et al. 2008b; Nogueiras et al. 2001). Usually,
each emotion is modeled by a single state Hidden Markov Model (HMM) that is trained by
maximizing the minimum separation margin between emotions, while the margin is scaled
by a loss function. In contrast to GMMs, HMMs are stochastic processes which consist of
a first-order Markov chain whose states are hidden from the observer. Since the association
with each state is a random process that generates the observation sequence, the hidden states
of the model capture the temporal structure (segmental features) of the data. A critical design
issue of an HMM classifier is the determination of the optimal number of states, the type of
the observations and the optimal number of observation symbols (for discrete HMM) or the
optimum number of Gaussian components (for continuous HMM). As in the above studies,
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HMMs have been used in stress state recognition (Nwe et al. 2003; Fernandez and Picard
2003).

In contrast, Support Vector Machines (SVMs) have been used more recently and seem
to be promising as a classification schema for emotion recognition in speech, as assessed
in many papers (Schuller et al. 2005a,c, 2009c, 2010; Wang et al. 2008; Graciarena et al.
2006; You et al. 2006; Vlasenko et al. 2007; Luengo et al. 2010; Wu et al. 2009). SVMs offer
specific advantages over GMM and HMM including the global optimality of the training
algorithm and the existence of excellent data-dependent generalization bounds (Mishra and
Sekhar 2009). On the other hand, their success in non-separable cases is relatively heuristic.
There is no systematic way of choosing the kernel functions and as a result, the separation
of the transformed features is not always guaranteed. In fact, in the problem of emotion rec-
ognition from speech, perfect separation of the training data is not correct in order to avoid
over-fitting. Moreover, Yang et al. (2009a) studied the problem using Twins Support Vector
Machines (TWINsSVM). Comparisons on classification algorithms between TWINsSVM
and standard SVMs revealed that TWINsSVM can achieve marginally higher performance.

Several Computational Intelligence classifiers were also reported in the literature, such
as Artificial Neural Networks (ANNs), Fuzzy Sets (Yang et al. 2009b) and Evolutionary
Algorithms, with the latter being a good feature selection method (Wang et al. 2008). The
list of ANNs includes Multi Layer Perceptrons (MLPs) (Anagnostopoulos and Vovoli 2010;
Firoz Shah et al. 2009; Fu et al. 2008a), Probabilistic Neural Networks (Cen et al. 2008),
Vector Quantization networks (Wenjing et al. 2009) and Deep Neural Networks (Stuhlsatz
et al. 2011). In addition, MLP various architectures have been tested, like All-Class-in-One-
Network (ACON), where all the classes are placed in a single network and One-Class-in-
One-Network (OCON), where an individual single network is responsible for each and every
class (Wang et al. 2010). Specific advantages of ANNs include increased effectiveness in
modeling nonlinear mappings and better classification performance than HMM and GMM
when the number of training examples is relatively small. However, there is no common rule
for setting the optimal ANN topology, which is usually defined ad-hoc. The topology, along
with the selection of the activation functions, the number of training epochs, the learning
rate and the validation methods, affects the reported results in a way that makes performance
comparisons an extremely hard task.

Decision Trees have also been assessed as classifiers with the well-known C4.5 algorithm
leading the relevant studies (Rong et al. 2007; Kostoulas and Fakotakis 2006), while the
Random Forest (RF) classifier was assessed in Rong et al. (2007), Iliou and Anagnostopoulos
(2009). Random forest (or random forests) is an ensemble classifier that consists of many
decision trees and outputs the class that is the mode of the responses provided by individual
trees. Among the advantages of RFs that can be applied in emotion recognition from speech
is the fact that they run effectively on large databases, handling thousands of input features
without feature detection. However, few researchers choose to implement RF, because the
resulting classifications are difficult for humans to interpret as RFs present a tendency for
data over-fitting.

As far as the linguistic content classification is concerned, extensive research was done
using the Bag of Words (BoW) and N-Grams model. BoW is a form of vector space modeling
and a well-known numerical representation form of text in automatic document categoriza-
tion, information retrieval and natural language processing. Specifically, experiments on the
FAU Aibo Emotion Corpus have shown surprisingly low performance degradation with real
ASR over transcription based emotion recognition (Schuller et al. 2009c). In the experimental
results, Bag of Words (BoW) dominated all other modeling forms based on spoken content.
Each word in the vocabulary adds a dimension to a linguistic vector representing the term
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frequency within the actual utterance. This method was successfully ported to recognize sen-
timents or emotion in Schuller et al. (2005a, 2009a). On the other hand, N-Grams model has
been frequently employed in statistical natural language processing (Manning and Schütze
1999). An n-gram model is a type of probabilistic model for predicting the next item in a
sequence of n items. In the cases examined, items were phonemes, syllables, letters or words
(Ang et al. 2002; Lee et al. 2002; Devillers et al. 2003).

Table 3 highlights the best performance of single classification schemas as reported in the
papers surveyed above. It should be noted that these rates are given for overview purposes
and not for direct comparison, since there is a lack of uniformity in the way methods are
evaluated.

2.2.3 Hybrid classifiers, ensembles, voting schemes

Several classifiers may not perform well on all emotional states. For example, a GMM-based
classifier may fail to correctly recognize the neutral emotion, while the MLP-based classifier
is clearly superior in neutral emotion recognition. Therefore, hybrid classifiers and ensembles
were proposed in order to achieve higher recognition performance than individual classifi-
ers. Table 4 presents an overview of performance issues, while a typical architecture of such
schemas is shown in Fig. 4.

In Pao et al. (2007b) a multiple classifier system is established to achieve the best possible
classification performance for emotion classification in Mandarin speech emotional corpus,
which includes five emotions: anger, happiness, sadness, boredom and neutral. The classi-
fiers that were investigated by the authors include K-Nearest Neighbor (KNN), Weighted
KNN (WKNN), Weighted Average Patterns of Categorical KNN (WCAP), Weighted Dis-
crete KNN (W-DKNN) and Support Vector Machine (SVM). Three classifier combining
rules were tested, namely majority voting, minimum misclassification and maximum accu-
racy methods and the combined results outperformed the accuracy of single classifiers.

Voting schemes are also reported for speech emotion recognition fusing utterance clas-
sification and frame-based classification. Specifically, in the research of Shami and Kamel
(2005), each utterance is viewed as a series of distinctive voiced parts and not as a sin-
gle entity. The voiced parts undergo segmentation, followed by statistical measurements of
spectral shape, intensity and pitch contours. Final utterance classification is performed by
combining the segment and utterance classification decisions using a fixed voting scheme.
Moreover, other selections of ensemble techniques have been applied, such as Boosting,
Bagging, Multiboosting, and Stacking (Schuller et al. 2005a,c; Rong et al. 2007; Morrison
et al. 2007).

Linguistic features were also combined in hybrid classification systems. Such results are
reported in the recent paper of Wu and Liang (2011). In this work, GMM, SVM, and MLP are
employed in a meta-decision tree (MDT) architecture to model the acoustic-prosodic infor-
mation based on speech features. Speaker-independent experimental results revealed that
the emotion recognition performance based on the MDT model improved by 3.5 % (overall
83.5 %), when linguistic features were used. Similarly in Schuller et al. (2004), linear classifi-
ers, Gaussian Mixture Models, Neural Nets and Support Vector Machines were combined for
acoustic feature classification, while a Belief Network spotted emotional key-phrases from
an automatic speech recognition (ASR) engine based on Hidden Markov Models. Finally,
the two information sources were integrated in a soft decision fusion using a Neural Net to
improve the overall performance up to 8.0 %.
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Table 3 A brief overview of classification performance in single classifiers

Classifier Performance Reference

SVMs 87.5 % in Berlin EMO database Schuller et al. (2005a)
70.3 %, 7 emotions (large unknown dataset) Schuller et al. (2005c)
up to 81 % in several cross-corpus experiments with vary-
ing number of classes

Schuller et al. (2010)

up to 88.15 %, 6 emotions (unknown dataset) Wang et al. (2008)
∼63 % in a corpus that includes deceptive and

non-deceptive speech
Graciarena et al. (2006)

∼90 % in Berlin EMO database and 83 % in SUSAS Vlasenko et al. (2007)
78 % in Berlin EMO database Luengo et al. (2010)
88.6 % in Berlin EMO database Wu et al. (2009)
89 % in Berlin EMO and DSPLAB databases Yang et al. (2009a)
75.33 % (speaker independent), 4 emotions in 2

unknown datasets
Wu and Liang (2011)

78.16 % (speaker independent with linguistic informa-
tion), 4emotions in 2 unknown datasets

Wu and Liang (2011)

71.85 %, 6 emotions (unknown dataset) Morrison et al. (2007)
GMMs ∼62 % in a corpus that includes deceptive

andnon-deceptive speech
Graciarena et al. (2006)

86 % in Chinese-LDC Zhou et al. (2009b)
81 % in Berlin EMO database (speaker independent) Atassi and Esposito (2008)
74.6 % in Berlin EMO database (speaker

independent)
Lugger and Yang (2007a)

70.3 %, 5 emotions (unknown dataset) Pao et al. (2007a)
90 % in 3 classes (neutral, emphatic, negative) Neiberg et al. (2006)
∼50 % in FAU Aibo Emotion Corpus Kostoulas et al. (2010)
∼63 % in Berlin EMO database Mishra and Sekhar (2009)
68.73 % (speaker independent), 4 emotions in 2

unknown datasets
Wu and Liang (2011)

72.61 % (speaker independent with linguistic informa-
tion), 4 emotions in 2 unknown datasets

Wu and Liang (2011)

HMMs 89 % in Berlin EMO database Yun and Yoo (2009)
∼87 %, 5 emotions (in two unknown datasets) Yu (2008)
∼81 %, 5 emotions (unknown dataset) Ijima et al. (2009)
62.5 %, 5 emotions (unknown dataset) Pao et al. (2007a)
78.4 % in Berlin EMO database (speaker

independent)
Fu et al. (2008b)

∼80 % in ELSA multi-lingual emotional speech
database

Nogueiras et al. (2001)

86 %, 7 emotions (unknown dataset) Schuller et al. (2003)
ANN 68.5 %, 4 emotions (unknown dataset) Firoz Shah et al. (2009)

63.3 % in Berlin EMO database and 61.4 %
(unknown dataset)

Fu et al. (2008a)

∼60 % (speaker dependent) and 55 % (gender dependent)
in LDC emotional prosody speech-transcripts database

Cen et al. (2008)

71.4 %, 4 emotions (unknown dataset) Wenjing et al. (2009)
47 % in Berlin EMO database (speaker dependent

but utterance independent)
Anagnostopoulos and Vovoli (2010)

52–62 %, 6 emotions (undefined dataset) Wang et al. (2010)
83.2 and 55 % (speaker dependent and independent)

in Berlin EMO database
Iliou and Anagnostopoulos (2009)

69.86 % (speaker independent), 4 emotions in 2
unknown datasets

Wu and Liang (2011)

71.87 % (speaker independent with linguistic informa-
tion), 4 emotions in 2 unknown datasets

Wu and Liang (2011)

65.37 %, 6 emotions (unknown dataset) Morrison et al. (2007)
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Table 3 continued

Classifier Performance Reference

C4.5 76.5 %, 3 emotions in two unknown datasets Rong et al. (2007)
85.4 % (speaker dependent) in LDC emotional prosody
speech-transcripts database

Kostoulas and Fakotakis (2006)

61.5 % in Berlin EMO database Schuller et al. (2005a)
50 %, 7 emotions (large unknown dataset) Schuller et al. (2005c)

RF 80.6 %, 3 emotions in two unknown datasets Rong et al. (2007)
77.2 and 48 % (speaker dependent and independent)

in Berlin EMO database
Iliou and Anagnostopoulos (2009)

67.36 %, 6 emotions (unknown dataset) Morrison et al. (2007)
k-NN 72.2 %, 5 emotions (unknown dataset) Pao et al. (2007a)

61.83 %, 6 emotions (unknown dataset) Morrison et al. (2007)

Table 4 A brief overview of performance in ensembles, voting and hybrid classifiers

Combination of Overall performance Reference

C4.5, RF 78.1 %, 3 emotions in two
unknown datasets

Rong et al. (2007)

SVM, GMM, MLP 80 % (speaker indepen-
dent), 4 emotions in 2 un-
known datasets

Wu and Liang (2011)

SVM, GMM, MLP 83.55 % (speaker indepen-
dent with linguistic infor-
mation), 4 emotions in 2
unknown datasets

Wu and Liang (2011)

SVM, K-NN 83.8 %, 5 emotions (unknown
dataset)

Pao et al. (2007b)

SVM, K-NN 87 % in KISMET database Shami and Kamel (2005)

SVM, K-NN, Naïve Bayes, C4.5,
ANN

80.5 % in Berlin EMO database Schuller et al. (2005a)

SVM, K-NN, Naïve Bayes,
Boosted C4.5

71.62 %, 7 emotions (large
unknown dataset)

Schuller et al. (2005c)

SVM, MLP, K-NN, RF 73.3 %, 6 emotions (unknown
dataset)

Morrison et al. (2007)

3 Discussion

3.1 Emotional datasets/databases

Surveying the literature, it becomes evident that emotion recognition in speech is mostly
assessed using digital sources that are datasets rather than databases. Datasets are small-
scale collections of material created to focus on a specific research and most importantly
they are not widely available. Collections that are available to the community tend to fulfill
requirements related to validity and generalization and, therefore, the term “database” is the
most appropriate for them.

Generally, it is extremely difficult to produce a database representing the natural speech
of a man or a woman in completely natural conversation. Many examples of humans talking
exist, but very few of them illustrate speech in a natural environment. In the latter case, some
databases use corpora (i.e. large collections) of spontaneous speech, usually consisting of
clips from live television, radio programs or call centers, with natural speech recorded in
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Fig. 4 A typical architecture for a combined classifier or a voting scheme

real-world situations. On the other hand, such databases are not distributed easily, since their
assessment and processing could raise serious ethical or copyright issues.

Thus, in most cases, speech databases/datasets use acted speech, since the easiest way to
collect emotional speech is to have actors simulate it. However, some questions are raised
related to the naturalness of the outcome. There are many reasons to suspect that there are
significant differences between acted and spontaneous speech. Actors often simply read the
utterances or the passages, failing to wholeheartedly participate in their role. This could easily
lead to the recoding of inaccurate characteristics in the speech signals. Moreover, actors may
not capture the original context-related real-world emotions or exaggerate in their acting,
making emotion recognition in acted speech easier than in spontaneous speech (Vogt and
André 2005).

Table 5 summarizes the emotional speech databases or corpora that, to our knowledge,
are available in the web (either with full free access or under license agreement) along with
the respective access link. It should be noted that there are numerous smaller experimental
datasets, which are not publicly available.

As mentioned above, capturing a faithful, detailed record of human emotion, as it appears
in real life, is an incredibly challenging task. Practically most of the databases which have
been provided by different sites do not contain realistic, non-prompted speech but prompted
or acted speech. The assembly of databases (or datasets) has not traditionally been considered
a high-profile or intellectually challenging area. Focus is explicitly placed in good quality
recording and large samples that usually contain high arousal emotions (e.g. anger, sadness),
while real human emotions are left relatively off-focus. Figure 5 shows that databases include
intense emotions more frequently than low arousal ones.

Lately, we are happy to see a wider range of emotions covered, more elicited or even spon-
taneous sets of many speakers and larger amounts of instances (5–10 k) of more than 100
subjects in recent database developments. Another recent trend in the creation of databases
is the recording of induced emotions from human subjects. In order to capture spontaneous
reactions and emotion from human subjects that are unaware of being observed, specially
designed scenarios are created to elicit an emotional state from the subject. This could be
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Fig. 5 Appearances of emotions in databases (“other” emotions include: Pride, elation, satisfaction, relief,
hope)

achieved through an interaction with a specific content (or qualified actor) that gradually
draws the human subject into a predefined emotional state. Of course, the effectiveness of
this method at inducing the expected (or “target emotion”) varies according to the emotional
reaction of the participant in the experiment and their appraisal of the situation.

Very good reviews of emotional databases are given in Douglas-Cowie et al. (2003), Cowie
et al. (2005) and Navas et al. (2006). In these reviews, it is mentioned that the payoff of a
correctly created database would be tremendous and that technology is capable of keeping
the research going in spite of all the difficulties. It is also noted that samples of correctly
developed speech databases should be exchanged and cross-validated by the researchers in
order to tackle the problem of multilingual context (Hozjan and Kacic 2006). The above
issue is also mentioned in Schuller et al. (2010), along with directions for future research.
According to the latter study, a substantial body of future research should highlight issues
like multilingual context and cultural differences in expressing and perceiving emotion.

3.2 Speech features

The identification of emotion-related speech features is extremely challenging in audio anal-
ysis. In the real world, humans are able to detect spontaneous linguistic and paralinguistic
information or even a combination of these, due to their remarkable ability to interpret emo-
tional expressions. In the digital world though, the computer has to split the above tasks and
deal with them using separate methodologies.

Conversely, for the non-linguistic channel of information, optimal sets of voice parame-
ters to discriminate emotions are not yet identified. It seems that, according to the emerging
methodologies, there is a strong interest in the scientific community to correlate some basic
emotions with prosody features, such as pitch, MFCCs, formants and energy measurements.
Although a number of paralinguistic features have been proposed in the literature surveyed
above, the optimal feature set has not yet been established and the researchers strive to approx-
imate the problem by segmenting the procedure in smaller problems rather than addressing
the issue as a whole.

Considering the results reported in the papers that incorporate linguistic information, the
main problem relates to the fact that automatic speech recognition technology has not yet
reached the level of maturity required to perform consistently well in spontaneous speech.
Despite the latest developments in the field, automatic extraction, separation and identification
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of spoken words from spontaneous speech, especially if this speech is pregnant with emo-
tions, is still a difficult problem. Moreover, the performance of Automatic Speech Recognition
(ASR) systems declines if speech is not articulated according to specific rules. A study on
adapting an ASR to emotional speech has been reported in Athanaselis et al. (2005). Linguis-
tic information is considered successful under the assumption of perfect automatic speech
recognition and sufficiently rich vocabulary in the lexicon. Exploitation of on-line knowl-
edge sources without domain specific model training was recently proposed as an effective
alternative in order to cope with out of-vocabulary events (Schuller et al. 2009d).

Also, assuming successful speaker recognition, an emotion recognition system from
speech may be implemented as a combination of a speaker identification system followed by
a speaker-dependent emotion recognition system. This is due to the fact, that speaker-depen-
dent emotion classification is generally easier than speaker-independent classification.

Finally, the association between linguistic content and emotion is strongly language depen-
dent, making the generalization from one language to another very tricky as reported in
an excellent survey of affect recognition methods (Zeng et al. 2009). A very interesting
research related to language dependence for emotion expression was initiated in Wierzbicka
(2009). According to this study, bilingual people know well that when they try to describe
the same experience in two different languages they are often forced to present it differently
in each, because emotion words in the two languages may not match. For this reason, it
is proposed that emphasis placed on how the use of a methodology developed in linguistic
semantics known as NSM (Natural Semantic Metalanguage) can help us understand human
emotions better. The goal of NSM is to make possible the study of human emotions from a
genuinely cross-linguistic, cross-cultural and psychological perspective and, in this way, to
open up new possibilities for the scientific understanding of subjectivity and psychological
experience.

3.3 Classifiers

In the last decade, numerous studies that attempt to improve on features and propose effective
classification schemas have been produced. However, until very recently, the researches usu-
ally made use of small, preselected, prototypical and often non-spontaneous emotional data
sets and therefore comparability of results was inapplicable. An even bigger problem is the
lack of exact reproducibility of the results, since results are reported on randomly partitioned
sets of one emotional speech database in each study.

The fusion of the results of different classifiers in the decision level is also recognized
as a problem. Each classifier for each channel of information is usually trained and opti-
mized locally before the synthesis, making the results suboptimal. As identified by Lee
and Narayanan (2005), further improvements can be made if the parameters of combined
classifiers are globally optimized by jointly training the whole system. They add that the
combination/fusion problem involving different information sources is an open question that
continues to be tackled by the data fusion, signal processing, and machine learning commu-
nities. This problem is applied to classification fusion in paralinguistic methods as well.

There have been some attempts to provide researchers with a common benchmark and
evaluation framework. A first cooperative experiment is found in the CEICES initiative
(Batliner et al. 2006), where seven sites compared their classification results under the exact
same conditions and pooled their features together for one combined unified selection pro-
cess. This comparison was not fully open to the public, which motivated the INTERSPEECH
2009 Emotion Challenge (Schuller et al. 2009e) to be conducted with strict comparability,
using the same database and common classification tools, such as Hidden Markov Model
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Toolkit (http://htk.eng.cam.ac.uk/docs/docs.shtml) and WEKA (http://www.cs.waikato.ac.
nz/ml/weka/).

The INTERSPEECH 2009 Emotion Challenge was the first open public evaluation of
speech-based emotion recognition systems with strict comparability, where all participants
were using the same corpus (FAU Aibo Emotion Corpus). Three sub-challenges (Open Perfor-
mance, Classifier, and Feature) addressed the classification of five non-prototypical emotion
classes (anger, emphatic, neutral, positive, remainder) or two emotion classes (negative, idle).
The Open Performance Sub-Challenge allowed contributors to find their own features with
their own classification algorithms abiding by the definition of test and training sets. In the
Classifier Sub-Challenge, participants designed their own classifiers and had to use a large set
of standard acoustic features, computed with the openSMILE toolkit (http://fr.sourceforge.jp/
projects/sfnet_opensmile/). In the Feature Sub-Challenge, participants were encouraged to
design 100 best features for emotion classification to be tested by the organizers in equivalent
setting.

The organizers provided baselines (67.7 % unweighted average recall for the 2-class prob-
lem and 38.2 % unweighted average recall for the 5-class problem) under the condition
of using WEKA and HTK toolkits, so that the results were reproducible. The metric of
unweighted average recall (UAR) was selected, because it reflects better the imbalance among
classes (usually there is a high percentage of neutral speech but sparse instances of diverse
non-neutral examples). In the Open Performance Sub-Challenge, the best result in the two-
class task reached 70.29 % UAR (Dumouche et al. 2009), while the best result in the five-class
task was 41.65 % UAR (Kockmann et al. 2009). The Classifier Sub-Challenge winners were
Lee et al., whose performance measure of the UAR percentage on the evaluation data set
improved the baseline model by 3.3 % (Lee et al. 2009). In contrast, no award was given in
the two classes Classifier Sub-Challenge and in the Feature Sub-Challenge, since the partic-
ipants in these sub-challenges did not exceed the baseline results. A detailed analysis on the
Emotion Challenge can be found in Schuller et al. (2011).

4 Conclusions

Research papers that investigate emotion recognition from audio channels were surveyed and
classified mostly based on: (i) the features extracted and selected for training the classifiers
(linguistic or non-linguistic) and (ii) their classification methodology. It should be empha-
sized that there is a lack of uniformity in the way methods are evaluated and, therefore, it
is inappropriate to make direct comparisons and to explicitly declare which methods dem-
onstrate the highest performance. Indeed, one of the main conclusions of this survey is to
highlight that the evaluation of the proposed methods is often not performed in common test
sets consequently a common reference point for algorithmic assessment cannot be achieved.
Attempting to provide some solid conclusions that can be highlighted from this study, we
can say that:

(1) Even people are sometimes confused when deciphering the emotional states of other
individuals, so it is obvious that feature sets and classification methods which deal with
this vague problem need to be further explored and studied.

(2) The “golden set” from an endless list of non-linguistic features has not been found
yet. The well-defined and strictly pre-arranged testing environments of the Emotion
Challenges as described earlier, could be a safe vehicle for future research.
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(3) There is a tendency to implement hybrid classifiers and ensembles for emotion classifi-
cation, since there is a plethora of single classifiers that have been exhaustively assessed,
without consistent results. It is also crucial to validate results in benchmarks that include
samples from multiple databases and datasets.

(4) As far as databases are concerned, the complexity of the problem along with cross cul-
tural diversities makes the development of a complete common database an extremely
difficult task.
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